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Abstract 

Localizing Quranic verses, by detecting the verse bounding boxes, with respect to Quran page 

images is crucial for UI applications. These applications rely on the user interacting with the 

verse to view the translation, share the verse, listen to its audio, etc. Moreover, the automatic 

detection of the verse bounding boxes enables additional image processing and analysis of the 

Quran pages at the verse level. For these use cases, we need to map the user's click within the 

image boundary and know which verse is selected. In this paper, we propose a computer vision 

approach using a Faster RCNN neural network to analyze Quran page images and 

automatically localize the boundary of every verse with respect to the page. This information 

can, later on, be fed into various UI applications that allow the user to interact with Quran 

verses. We train our model and run several experiments on the following narrations: Hafs, 

Douri, Shubah, Qalon, and Warsh. Our results show 100% accurate detection of all verse 

boundaries for these narrations. 
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1. Introduction 

The Quran has been accessed and read online for many years. Many applications provide 

features where you can click on a certain verse (ayah) and be able to interact with it. However, 

the process of providing verse boundaries for such applications has been mainly manual. 

Several tools were built to facilitate the manual data entry of the verse bounding boxes. The 

process has been labor-intensive from one side. On the other hand, the process needs to be 

repeated for any new printing of the Quran and for every narration of the Quran. Most of the 

online applications are available only for Hafs narration. Other narrations lack such features 

and support. This is the result of not having a clickable window associated with each verse due 

to the significant amount of manual effort required to label verses for each narration. The lack 

of windows that allow for verses to be clicked on severely limits the possibilities of having 

other narrations published on websites with the same functionality as the Hafs narration. 

 

In this paper, we present QR-Vision, a Verse, and the beginning of Surah localIzatiOn Neural 

Network system. QR representing the website QuranResearch.org (QuranResearch, 2020). A 

model that detects the verse markers across different narrations. We have tested our model on 

the following narrations: Hafs, Shubah, Douri, Qalon, and Warsh using Quran pages taken 

from the King Fahd Glorious Quran Printing Complex (King Fahd Glorious Quran Printing 

Complex, 2022). However, we believe the model is generalizable to any narration. After 

detecting the verse markers, we apply an iterative logic to find all the boxes belonging to each 
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verse in between the verse markers. We also detect the beginning of chapters (surahs) and we 

mark them so we can find the correct boundaries of the first verse of each chapter (surah). We 

note that the Quran page images associated with different narrations have differences among 

them in terms of verse locations and numbering. Figure 1, as an example, illustrates the 

difference between the narrations of Hafs and Douri in the first page. Verse 7 in Hafs is split 

into two verses in Douri while Douri narration does not consider the basmalah as separate. 

 

Figure 1. Differences Between Narrations in Verse Numbering and Localization 

 

In this paper, our contributions can be summarized as follows: 

• We present QR-Vision, a Quran Visual Extraction Neural Network system that detects 

verse markers and the beginnings of chapters with high accuracy. 

• We conduct experiments utilizing this neural network model to automatically scan 

different narrations and generate bounding boxes for all verses. The narrations we 

considered are Hafs, Shubah, Douri, Qalon, and Warsh. Yet we believe the model is 

extensible to other narrations. 

• We publish our training datasets, trained model, inference results, and code online to 

make it available to advance research in this area (GitHub, 2022). 

 

2. Research Background 

In this section, we overview related work along two main lines. First, we overview some 

research directions that utilize Machine Learning techniques to leverage digital access and to 

verify authentication of the digital Quran copies. Second, we highlight the Deep Learning 

Models that we used in our computer vision approach to detect verse boundaries. 

 

2.1 Machine Learning Techniques to Detect and Verify Quran Verses  

There are several research directions (Sabbah, 2013; Kurniawan, 2013; Hassan, 2020; Hakak, 

2018) that focus on validating the authenticity of the Quran verses that are published online. 

These directions use a form of a matching algorithm, e.g., Boyer Moore algorithm, for 

verification purposes. Once verification is complete, a watermarking technique is used for the 

purpose of tamper identification. There are many other types of research around detecting 

Quran words and verses from text such as (Sabbah, 2014) using support vector machines, and 
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(Rafea, 2021) which uses a tree-linked hash table data structure to facilitate the matching 

process. 

 

In (Jannah, 2020), convolution techniques are used to detect Harfu Jar from Quran images, 

while in (Rizal, 2015), convolution techniques and Bray Curtis distance are used to detect and 

classify the different Tajwid rules in Quran images. In this paper, we leverage convolution 

neural networks (CNNs) to detect and localize verse boundaries within a Quran page. 

 

2.2 Machine Learning Techniques to Detect and Verify Quran Verses  

Convolution techniques have been the backbone of recent computer vision neural networks. 

Convolutional neural networks (CNNs) have witnessed tremendous improvements over the last 

few years. One of the major improvements in this area has been the introduction of Fast R- 

CNN (Girshick R. , 2015) and Faster R-CNN (Sun, 2017). Faster R-CNN achieved state-of- 

the-art results on the COCO dataset (Lin, 2014) which is the standard dataset used in object 

detection tasks. 

 

Recently, transformer-based neural networks have been increasingly used in the field of 

computer vision such as ViT (Matt, 2021) and Swin Transformer (Guo, 2021). The Swin 

Transformer uses a shifted window with limited attention to be able to capture features at 

different scales to achieve better results on segmentation and detection tasks. 

 

In this paper, we use Faster R-CNN based models provided by the Detectron2 library (Girshick 

Y. W.-Y., 2019). Detectron2 provides models with near state-of-the-art performance for many 

computer-vision tasks. It also provides rich content in the form of available resources, 

documentation, examples, and supported frameworks. 

 

3. System Architecture 

Figure 2 illustrates the overall architecture of the QR-Vision System. First, we gather sample 

images of Quran pages from different narrations. We label these sample pages by manually 

identifying the verse markers in these pages. These sample pages will be used to train the 

model. We build and retrain a neural network model to localize verse markers and to detect the 

beginnings of the chapters. We then use the trained neural network model, to localize all verse 

markers and the beginnings of the chapters in the entire Quran narration. Based on the 

localization information from the neural network, we perform simple logic to isolate and detect 

the boundaries of each verse. In the next sections, we discuss each stage of the localization 

process in more detail.  

 

3.1 Sample Data Collection and Labeling Module 

To start the process, we need to train our neural network model with a sample data set. All 

images are collected from the King Fahd Quran Complex (King Fahd Glorious Quran Printing 

Complex, 2022). With the quality of images, and with a training dataset that contains only 15 

pages, we are able to achieve high accuracy in the detection of both verse markers and chapter 

beginnings. Each verse marker and each chapter beginning that appears in the 15 training 

images are carefully labeled manually by us. Figure 3 illustrates the tool we used to identify 

and box each verse marker and each chapter beginning. Then, we exported this training dataset 

in the COCO format (Lin, 2014). The model performs well even with a tiny dataset, as we will 

see later in the results section. 
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Figure 2. The QR-Vision System Architecture 

 

 
Figure 3a. Labeling Tool for Verse Markers 

 
Figure 3b. Labeling Tool for Chapter Beginnings 
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3.2 Neural Network Retraining for Visual Extraction 

This module uses a convolutional neural network to extract the visual properties of Quran 

images. Our final goal is to mark verse boundaries and generate boxes representing the area in 

the image that belongs to each verse separately. In order to achieve this, we first detect and 

localize verse markers and the beginnings of the chapter. Once we have verse markers, it 

becomes straightforward to separate the boundaries for each verse. This module focuses on the 

task of just detecting and localizing verse markers and chapter beginnings. For this purpose, 

we utilize Detectron2 (Girshick Y. W.-Y., 2019), a library that provides collections of Fast R- 

CNN (Girshick R., 2015) and Faster R-CNN (Sun, 2017) neural networks for object detection. 

As illustrated in Figure 4, Faster R-CNN essentially introduces a separate network to learn and 

predict the region proposals. These regions are fed to the detection network for object detection. 

The regions make it faster and also more suitable for re-training on different classes since the 

region proposal network can be re-trained as well. 

 

 
Figure 4. Faster R-CNN High-Level Architecture 

 

We then prepare a new training dataset by labeling a few Quran images obtained by 

downloading images from the King Fahd Quran Complex. We freeze all layers in the neural 

network except the last one. The last layer is a fully connected layer. We use the training dataset 

to retrain the network and tune the weights of this last layer based on the new dataset and 

desired classes to be detected. We have two classes of objects that we want to detect; verse 

markers and the beginnings of the chapters (surahs). Our small dataset was enough to retrain 

the model which shows the power and flexibility of these models. Figure 5 presents the re-

training architecture. After retraining and tuning, we use the trained model to do batch inference 

on all pages of the Quran for verse markers and beginnings of chapter detection. 
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Figure 5. Retraining Architecture at a High Level 

 

3.3 Verse Markers and Chapter Beginnings Detection 

This module feeds all Quran images, for a specific narration, into the neural network for batch 

inference. The neural network processes all pages and detects verse markers and chapter 

beginnings in all pages and generates boundary boxes around them. The inference results are 

presented in COCO format. The COCO output file is fed into the next component to finally 

generate verse boundaries. Figure 6 visualizes the resultant verse markers and chapter 

beginnings to give a sense of the accuracy of the model. 

We analyze the total number of verses and surah beginnings detected by the model and compare 

them with expected numbers for the narration. After manually checking the output of the 

model, the number of verses in each Surah was correctly verified. 

 

 
Figure 6. Verse Markers and Chapter Beginnings Detected by The Model 
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3.4 Bounding Boxes Visualization 

In this section, we present the results of generating boxes for Verse boundaries. We use the 

inference, the verse markers, and chapter beginnings detected by the model, and feed it into the 

Verse Boundary Generation module. This module processes this information and performs 

simple logic to draw boxes around the content of each verse. The content belonging to each 

verse falls in between the current verse marker and the previous verse marker. If the verse is 

the first verse in the chapter, we use the beginning of the chapter mark to detect the beginning 

boundary of this verse. Figure 7 illustrates an example. 

 

 
Figure 7. Example Bounding Boxes of a Verse 

 

Figure 7 shows the boundaries of verse 13 of chapter Al-Baqara. The way we achieve this is 

by using the inference results, which tell us the exact location of verse 13 and the exact location 

of verse 12. Note that the inference results keep track of the verses in order. With this info, we 

have a logic that will draw boxes for all the lines in between these two verses. The boundary 

of each verse can be composed of multiple boxes. In Figure 7, the boundary of verse 13 is 

presented with a list of 3 boxes. The first bounding box starts from the end of Verse 12 to the 

end of the line. The second box is the full line in between the two verses. The third box is the 

box from the beginning of the line until the mark of verse 13. 

 
Figure 8. An Example Tabular Format of the Detected Verse Bounding Boxes 

 

We do this logic iteratively on all verses and mark the boundaries of all verses. We compile 

and store these results in a table. This format contains for every verse a list of boxes indicating 

the boundaries that belong to it. Note that we use the verse serial number. Each box is 

represented with (x,y) coordinates of the top left corner, height, and width. Figure 8 shows a 

cross-section of this table. 

 

Some of these detected bounding boxes are visualized in Figure 9. For presentational reasons, 

distinct verse boundaries are indicated with different colors. Figure 10 displays some corner 
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cases that appear in the pages of the Quran. For example, Surah At-Tawba has no Basmallah, 

and Surah Al-Fatihah has a unique layout across narrations. Despite these exceptions, the 

model still marks the verses correctly. 

 

 
Figure 9. Verse Bounding Boxes Visualization on Page of Quran 

 

 
Figure 10. Visualization of Some Corner Cases in the Detection of Verse Bounding Boxes 
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4. Conclusion 

In the paper we detected verse markers and the beginnings of the chapters using a neural 

network model for several different Quran narrations with 100% accuracy. Then, we identified 

the line spacings in each page to create a list of bounding boxes for each verse. The outcome 

of this research facilitates the automatic localization of verse boundaries across any Quran 

narration and any Quran printing. It could also be used to fact-check the number of verses in a 

Mushaf. Also, several applications can benefit from this research to provide clickable windows 

around verses for different narrations and Quran printings. We hope that the technologies and 

processes introduced in this paper can help inspire future work to use robust computer vision 

techniques to verify new copies of the Quran for authenticity. 
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